The effect of global and local influence models on the quality of recommendations
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Abstract—The quality of recommendations on social networks is a combination of the richness of the available information and the ability of algorithms and architectures to take advantage of this information in favor of the users. Recommendation algorithms have to address several problems, such as information sparsity, scalability of algorithms, concept drift etc. In this dynamic and complex environment, it is important to provide solutions that enrich information when it is necessary to fill the gaps and at the same time to scale solutions so that they can handle the ever increasing data sizes and flows. In this work, we extend our previous work on recommender systems for social networks that studied global influence and trust metrics and their applications. More specifically, we introduce a local influence model, which is relied on the formation of local user networks based on common interests and study the performance of the new model, both stand-alone and in combination with the global one. Results show a promising improvement on the similarity between a target user and the users recommended based on the users selected to influence the recommendations for that target user.
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I. INTRODUCTION

Social network analysis has been an active research domain for many decades, but has gained even bigger attention with online social networks, where the number of interactions between users has dramatically increased and the semantics of these interactions have flourished. For example, in social networking sites, people form friendship, trust, or follower bonds with other users, exchange content and messages with other users or groups of users, approve or disapprove the actions or contents of their fellows or any other user in the network, etc. In this complex and semantics-dense environment there exist: a) works that attempt to represent online social interactions using networks, with nodes (or supernodes) and edges (or hyperedges), that carry weight, direction or type information [19], b) works that attempt to analyze networks [25] and extract useful information [8] and c) works that focus on the issues that may arise from the analysis of such networks [3].

The identification of user communities and the development of recommendation systems for users or content are common applications in online social networks. The modeling of influence propagation among the actors (nodes) in a social network is another problem of great interest to the research community. This is of crucial importance in customer networks, where the attraction of new customers and the retention of existing customers are of high business interest [35], [5]. The link of network analysis with the concept of “word of mouth” and viral marketing made influential users crucial for the promotion and endorsement of new products or ideas. A simple notion of user influence relates to the number of users directly or indirectly connected to a user, but the variety of edge types, the existence of direction or (positive or negative) weights in edges increases the complexity of the problem in a real scenario [15].

In the typical scenario of social recommendations, two types of information are combined: local information, which represents the relationships among the user and his/her friends/connections (within a certain circle), and global information, which corresponds to the reputation or influence of a user in the entire social network [26]. The recommendation strategy followed in this work is based on locating users that are most probable to influence a user’s
In this work, we extend our previous work that employed the notion of trust [9] among users and the notion of global “influence” of users based on various influence metrics, such as the degree, closeness, betweenness and centrality or the hub, authority or PageRank scores [4], [27] and [28]. We add a local “influence” factor, which is based on users who, based on their similar interests, are grouped together in the same cluster with the target user. Through experimental evaluation, we study the effect of local and global influence factors, and show that local influence can lead to better recommendations.

The remaining of this paper is organized as follows. In the Section II, we present an overview of related research works on influence, trust and recommendations in social networks and provide a summary of the global influence model that we first introduced in [27]. In Section III, we present the extended influential model and in Section IV, we discuss our experimental evaluation results. Finally, Section V summarizes our findings and presents our next steps.

II. RELATED WORK

The study and analysis of Web 2.0 media, such as social networks, blogs, wikis, forums etc. has gained a big momentum, resulting in an increase of research in the related fields. Among the several facets of these social media, trust, influence, and ranking are receiving a lot of attention.

Several researchers have addressed the topic of trust prediction and propagation. Most of them suggest classification models, such as SVM-based methods ([18], [22]) in order to assign trust class labels using features such as user profile, user interactions, product reviews, and trust relations. A different approach is that of Lim et al. [24], that employs the “Trust Antecedent” framework proposed in management science and introduces quantitative - instead of qualitative - features, such as ability, benevolence and integrity in the prediction process. Some other works focus on how trust is propagated in a network of people ([9], [21]). In our work we assume that the trust between a pair of users in a social network is already known, either explicitly or implicitly. In addition, trust propagation is thought to be covered by the more general notion of “influence” within such a network.

Influence in social networks, a topic extensively studied in the pre-WWW era [32], have attracted a lot of attention. Domingos et al. [2] have represented the identification of influencers as a combinatorial optimization problem, according to which given a fixed number of nodes that can be initially activated or infected, the set of nodes with maximum influence over the entire network is found. Kempe et al. [13] have proposed two basic information diffusion models i.e., Linear Threshold Model and the Independent Cascade Model. The social network is represented as a Directed Graph and each node in the graph is considered to be either active or inactive. Probability of an inactive node to become active depends on the number of the considered inactive node’s active neighbors. This way other nodes which are neighbors to the recently activated node might also tend to become active. Several researchers have focused on Information Cascade (IC) notion proposing various machine learning algorithms ([25], [16], [13], [36], [7]). Although these approaches have improved over traditional social network analysis metrics, they rely solely on the link structure of social network and do not take into consideration other significant parameters, such as activity, rate of updates, and trust among users. Similarly, researchers have investigated the identification of likely influential users through link analysis techniques [25], as well as user activity-related parameters in order to identify influential users in social networks [14]. Xie et al. [34] identify influencers in a social network by analyzing features like influencing capabilities of the user and their friends, influence capability of particular action and developing a model which would predict the cascading triggered by a user or an action. Javari et al. [11] also pointed out that the nature of relationship depicts an imperative feature for considering influence propagation.

Another important issue to consider is scalability. Chen et al. [1] have proposed an algorithm to improve influence maximization by making it scalable to millions of nodes and edges. A new MIA (Maximum Influence Arborescence) algorithm is proposed, where the local structures of each node are used to approximate the influence propagation. As a first step, maximum influence paths (MIP) between every pair of nodes is calculated using Dijkstra's algorithm. MIPs with probability less than a threshold are ignored, restricting influence to a local region. Subsequently, MIPs with same starting or ending nodes are merged into arborescence (MAP) structures. Only influence propagated through these structures is considered.

Ranking on the web is mainly based on the analysis of the web graph, expressed by hyperlinks. In the case of blogs, various classification algorithms that exploit explicit (EigenRumor [23]) and/or silent (BlogRank [17]) links have been proposed. All these algorithms represent blogs as a graph based on hyperlinks and then apply on it PageRank in order to provide an overall ranking of blogs. However, all these algorithms provide a static measure of blog importance that does not reflect the temporal aspects accompanying the evolution of the blogosphere. Voudigari et al. [31] proposed the “Rank degree” algorithm, which works with undirected graphs and explores them based on the degree values of nodes and their rankings. The first s nodes are selected randomly and form the seed set. For each node in the seed set, all connected nodes and their corresponding degrees are found. Based on the degrees of connected nodes, the nodes are ranked in a descending order. They consider the top-k friends and these are added as new seeds to the seed set. This process is repeated for all the nodes in the initial set and the duplicate values are removed. Lately, some effort has been done to also integrate the content in the ranking process, when ranking twitterers (TwitterRank [33]).
In [29] we introduced a collaborative rating mechanism, which employs direct and indirect information from a user’s neighborhood. Specifically, it exploits the explicit connections between users and other implicit connections in order to provide personalized rankings. In [20] we presented a global rating model for the blogosphere. The model distinguishes between explicit links between blogs and implicit links between individual posts. The model also captures the time dimension of links, to punish blogs that artificially receive a large number of links in a small period of time and are ignored.

To the best of our knowledge, this is the first extensive study of the effect of both local “influence” that relies on the formation of local user networks based on common interests, as well as personalized aspects of “influence” such as trust, in ranking and recommending other users or content.

A. Global Influence (GI) model

The Global Influence (GI) model that we first introduced in [27] assumes that users are connected in a network of trust, with positive trust edges. The result is a directed graph representation of the network, in which a target user is influenced directly by his/her circle of trust and indirectly by one or more overall influential users of the social network. As a result, the collaborative recommender system that suggests items based on what the user’s trustees recommend is extended with items that users in the immediate network of trust of the user recommend and with items that users with an important position in the graph (e.g. centrality, prestige etc.) recommend.

The global influence model results in a global ranking of all users in a social network, based on their position in the social graph and their connections to all other users. In essence, the global influence GI model of user i is an indication of the importance of this user in the whole social graph and is a linear combination of six global metrics of node importance: degree, closeness and betweenness centrality, hub and authority score and PageRank score as follows:

\[
GI(i) = w_dG_d(i) + w_cG_c(i) + w_hG_h(i) + w_bG_b(i) + w_aG_a(i) + w_pG_p(i)
\]

Consequently, the influence score for any user j is a function of the ratings/trust provided for the user j by a) user i (\(LASC(i,j)\)), b) the network of trust of user i, and c) the globally influential users:

\[
INF_c(i,j) = f \left( \frac{\sum_{(i,j) \in E} w_k \cdot LASC(k,j)}{\sum_{(i,j) \in E} GI(m) \cdot LASC(m,j)} \right)
\]

III. EXTENDED INFLUENTIAL MODEL

In this section, we present the basic characteristics and assumptions of our proposed model, which is an extension of the Global Influence model presented in the previous section. Many of the key facts of this model are the same as in [27] hence we focus on the differences between the two models.

A. Cluster Influence (CI) Model

The Global Influence (GI) model as described in our previous work [27], analyzes the entire social graph and identifies the most influential users across the network. In this study we introduce a local model of influence, namely Cluster Influence (CI) model, which focuses on the identification of the most influential users within user groups (clusters) that share common interests. The main assumption behind the CI model is that apart from counting on user influence, it is of equal importance to search for influencers that have similar behavior or common interests with the target user.

The locality of CI model is based on the identification and rewarding of the most influential users within each user cluster and not at a global scale. Thus, it is not necessary to analyze the entire network in order to calculate a user’s influence, or in order to aggregate information (e.g. ratings) for the influencers, but we can focus on measuring the influence of each user to the users belonging to the same cluster. Consequently, the first step is to group users based on their interests and then to calculate the influence of each user based on the relationships with other users in the same cluster.

In the light of the aforementioned, the CI model of a user i is an indication of his/her importance within the cluster he/she belongs to, and can be defined as a linear combination of popular social network metrics of importance and/or influence. In this work, we build on the same social network metrics that we employed in [27]. So CI model is defined as follows in a similar manner to Eq. 1, albeit within the cluster the user i belongs to:

\[
CI(i) = w_dC_d(i) + w_cC_c(i) + w_hC_h(i) + w_aC_a(i) + w_pC_p(i)
\]

where \(C_d\) stands for degree centrality, \(C_c\) for closeness centrality, \(C_h\) for betweenness centrality, \(C_a\) and \(C_p\) for hub and authority metrics respectively and \(C_t\) for the PageRank metric. Using Eq. 3, we can define the importance of each metric through the respective weights.

According to the above, our proposed model for social networks quantifies the influence \(INF_c(i,j)\) of a user i to another user j using a function that combines: a) the direct influence of user i to user j (\(LASC(i,j)\)), b) the total influence of the network of trust of user i (\(LASC(k,j) \forall k \in N_T\)), where \(N_T\) comprises the users that user i trusts – i’s network of trust), and c) the total influence from the influential users of the cluster that user i belongs to (\(LASC(n,j) \forall n \in C_L\)), where \(C_L\) comprises the users that have similar interests to user i:

\[
INF_c(i,j) = f \left( \frac{\sum_{k \in N_T} w_k \cdot LASC(k,j)}{\sum_{n \in C_L} CI(n) \cdot LASC(n,j)} \right)
\]

This function could be implemented as the weighted sum of the three factors of Eq. 4:

\[
INF_c(i,j) = w_{local} \cdot LASC(i,j) + w_{collab} \sum_{k \in N_T} w_k \cdot LASC(k,j) + w_{cluster} \cdot \sum_{n \in C_L} CI(n) \cdot LASC(n,j)
\]
The definition given in Eq. 5 has a dual meaning. On one hand, a member of a social network decides based on his/her own preferences but is also influenced by the preferences (and recommendations) of the people he/she trusts. On the other hand, he/she is influenced by the most influential members of the whole network, given that they share common interests.

The weights used in the proposed model are normalized to sum to 1 and represent the significance of the three types of influence: $w_{\text{local}}$ for the user’s own beliefs, $w_{\text{collab}}$ for the user’s extended network beliefs and $w_{\text{cluster}}$ for influential user’s beliefs. In addition, each component weighs differently each participant, and assigns a different weight $w_k$ to each user $k$, who is in the trust network of user $i$ and a different weight $CI(n)$ to each influential user $n$. The latter is proportional to the importance of user $n$ in the cluster he/she belongs to.

The proposed model can be appropriately adapted to include users who are new in a social network and haven’t yet formed a network of trust. In this case, the influence score can be based on the cluster influence and adjusted as the user starts to make more network relationships.

The final outcome of our proposed model is to provide for each user a personalized list of influence scores for other users who have common interests. This list of influence scores can be used to rank the users, and this ranking can be subsequently used to generate personalized recommendations to the current user $i$.

B. User interests representation

Our objective is to create clusters of users who have common interests. Depending on the social network, user interests may vary. For example, in the blogosphere we can have different types or thematic categories of blogs, in a product review site we can have various product categories and users that review products in each category etc.

For defining interest-based user clusters, it is necessary to quantify user’s interests, represent them and then group users based on this representation to the space of interests. For this purpose, we represent each user $U_i$ as a weighted vector in the space of interests as follows:

$$\bar{U}_i = (w_1, w_2, \ldots, w_s)$$

where $s$ is the number of different interests or thematic categories, while the weight $w_k$ expresses the value for user $U_i$ associated with the $S_k$ interest or category.

The vector-based representation of user’s interests can also be mapped to a $M \times S$ matrix of users - categories, consisting of $M$ rows representing the number of users and $S$ columns representing the different categories or interests. The matrix values for row $r_i$ represent the weighted vector of interests of user $U_i$.

C. User Clustering

Given a vector space model representation of user interests as the one described above, it is possible to use any vector-based measure of user similarity, such as cosine similarity

$$\cos(i, j) = \frac{\bar{U}_i \cdot \bar{U}_j}{\|\bar{U}_i\| \|\bar{U}_j\|} = \frac{\sum_{k=1}^{S} w_{ik}^T w_{jk}}{\sum_{k=1}^{S} w_{ik}^2 \sum_{k=1}^{S} w_{jk}^2}$$

or a simple similarity measure that counts the number of co-rated items (i.e. all non-zero weights in Eq. 7 are equal to 1), or any user distance measure, such as Euclidian or Manhattan distance. The combination of a similarity or distance measure and any clustering algorithm (density-based or centroid-based, flat or hierarchical) will result to a partitioning of the set of users to clusters of similar interests. Depending on the clustering algorithm, the resulting clusters may differ, they may overlap or not, they can have convex or arbitrary shape. By applying a centroid based clustering algorithm (e.g. k-Means [10]) we will end up with clusters where all users resemble to all other users and all users will belong in a cluster, whereas using a density based algorithm (such as DB-SCAN [6]) we will end up with clusters where users have similar interests to many other users in the cluster but not to all of them and we will have users that do not cluster together with other users (noise). Finally, using graph-partitioning algorithms, such as METIS [12] results in non-overlapping and equally sized user clusters, which can combine both user interest similarity and user proximity in the graph if the original user’s trust network is expanded with more similarity-based edges.

IV. PERFORMANCE EVALUATION

In this section, we evaluate the performance of our proposed mechanism for providing recommendations to social network users. Specifically, we study several scenarios regarding the contribution of the local models (L, CL) and the cluster influence model (CI). In addition, we examine the performance of our model for different parameter values.

The Epinions dataset was used for the evaluation. The dataset contains information (user ratings) for product reviews written by the members of the Epinions community and trust scores between the community members. Moreover, it contains information about the author and subject of each review, from which we extract the interests of each author.

In our experiments we found the 10 most popular product categories (i.e. the ones with the most reviews) and we subsequently selected a subset of the original dataset that comprises users that review products in these categories. To study the results thoroughly, we divided the dataset into two equal size subsets. Dataset $A$ includes users with a narrow community of trust (users that trust a limited number of users, i.e. between 5 and 10), while dataset $B$ includes users with an extended circle of trust (having more than 30 trust bonds).

In order to evaluate the proposed model, we examine whether all users $U_i$, suggested to the user $U_i$, have common interests. The similarity between two users $U_i$ and $U_j$ is defined as the number of items (reviews in the case of the Epinions dataset) they have co-rated. The y-axis in all the following figures is labeled “average similarity”, because it averages the similarity values of all users in the examined dataset.

We first apply the k-means clustering algorithm and examine the effect of the parameter $k$, which determines the number of clusters in the cluster influence model, and
parameter $m$, which refers to the number of recommendations for each user. Then, we compare our proposed cluster influence (CI) model with global influence (GI) that was introduced into our previous study [27]. Finally, we evaluate each model individually and combine collaborative local with cluster influence.

### A. Defining the parameter $k$

The first experiment examines the effect of parameter $k$ in the cluster influence model. For this reason, various $k$ values, in the range \([2, 10]\) are employed for k-means clustering of both subsets $A$ and $B$. We used Euclidian distance as user distance measure.

For each user $U$, a registered list of suggested users was generated using the cluster influence model (Eq. 5), using the appropriate weights ($w_{local} = 0$, $w_{collab} = 0$, $w_{cluster} = 1$).

We then calculate the cluster influence rankings in all user clusters using all centrality scores ($C_d$ using degree centrality, $C_c$ using closeness centrality, $C_b$ using betweenness centrality, $C_h$ using hub score, $C_a$ using authority score and $C_p$ using PageRank score) and select the top-$m$ users from each list. These are the recommended users. To calculate the average similarity of users, the top 20 users ($m = 20$) were used.

Fig. 1 and Fig. 2 illustrate the performance of the cluster influence model in datasets $A$ and $B$, respectively, for different values of $k$ between 2 and 10. As we can see, PageRank, betweenness and degree centrality outperformed all other social network analysis metrics.

In addition, the figures show that the number of clusters influences significantly the performance of the proposed model. Specifically, when clusters are between 3 and 6, we see an increase in model efficiency as $k$ increases. For values of $k$ greater than 6, the efficiency of the proposed model declines. The maximum performance of the model is shown for $k = 6$. The results are similar in both subsets $A$ and $B$, showing that the effect of the size of network of trust is similar in all cases.

### B. The number of recommended users

In this scenario, we examine how the number of recommendations affects the performance of our cluster influence model. We recall that for each cluster of users, we calculate user’s influence using Eq. 3. The importance of a user is related with weight $Cl_{(m)}$ of Eq. 5, which is used to calculate his/her influence to other users of the same group. Finally, top $m$ users with the highest ranking are proposed.

Fig. 3 and Fig. 4 illustrate the performance of the cluster influence model in datasets $A$ and $B$, respectively, for different values of $m$ ($m = 3, 5, 10, 15, 20, 25, 30$) setting $k$ value (i.e. number of introduced clusters) equal to 6 ($k = 6$).

As already mentioned, the similarity between two users is defined as the number of items they have co-rated. When the list of the top-$m$ users includes users with similar interests, the similarity is expected to increase as $m$ increases. This is due to the fact that the number of items that have been rated by both the user and a user in the list is expected to increase. When the top-$m$ list contains users with completely different interests, the similarity will remain stable. The aforementioned are also confirmed by figures 3 and 4, as an increase in the value of the parameter $m$ causes an increase in the average similarity.

The maximum values of the average similarity are shown in dataset $B$, which consists of users with many trusted nodes in their circle. The $C_p$ (PageRank) metric appears to outperform other metrics across all datasets when the list of suggested users includes up to 15 users. On the other hand, when the list of recommendations has more than 15 users, the $C_d$ (Degree Centrality) metric outperforms all other metrics across all datasets. The curve of $C_b$ (Betweenness Centrality) metric has a similar behavior but is less efficient than $C_p$ and $C_d$. For all other metrics, there are no similarities between the user’s interests and those of the top-$m$ ranked users in the clusters of the network.
Using more recommended users (i.e., selecting higher m values), results in including more users that are more likely to have common interests with the target user. It is observed that for small values of m (less than 15) the average similarity is low, while we found that large values of m (over 30) do not contribute much to our model, yielding almost the same average similarity (thus, they are not depicted in the figures); In the latter case, computational complexity and respective resource requirements are increased.

C. Comparison of CI and GI Influence Models

In this comparative study, we focus on the contribution of the proposed cluster influence model (CI) compared to the global influence model (GI) model, as presented in [27], aiming at improving the quality of the provided personalized recommendations. As already mentioned, the GI model analyzes the entire social graph and identifies the most influential users across the network, while the newly introduced CI model focuses on the identification of most influential users within the user clusters of common interests.

Both models conclude that for the particular type of social network and considered datasets, PageRank and Degree Centrality are those that mostly affect the average similarity and are thus better in identifying influence. Thus, in the experiments performed subsequently, we used these metrics, applying the corresponding weights (\(w_d = 1, w_c = w_p = w_b = w_h = w_a = 0\) for degree centrality and \(w_p = 1, w_d = w_c = w_b = w_h = w_a = 0\) for PageRank) to equation 3.

Fig. 5 and Fig. 6 show the performance of the two models for datasets A and B, respectively, for different values of m. The curves GI\(_d\) and GI\(_p\) represent the average similarity of the GI model using only the Degree Centrality and PageRank metrics, respectively, while the curves CI\(_d\) and CI\(_p\) represent the average similarity of the CI model using the same metrics.

As we can see, the CI model outperforms the GI model in both datasets. Specifically, for the Degree Centrality metric, the average improvement of the model is about 17% with a highest value of 25% when \(m = 15\). For PageRank metric, the average improvement of the model depends on the dataset. In the dataset A, which includes users with a small circle of trust, the average improvement for all values of m is also about 17%, while in dataset B, with users with a large circle of trust, the average improvement is about 8%.

Based on the above, for this type of social network and dataset, we recommend using PageRank metric for small values of m (under 15) and users with a small circle of trust. In all other cases, the use of the Degree Centrality metric yields improved results.

D. Evaluating the proposed model contribution

In this experiment, we study the contribution of our proposed model. We evaluate individually each model, namely, the Local (L), the Collaborative Local (CL) and Cluster Influence model considering the Degree Centrality metric (CI\(_d\)) (setting the respective weight in Eq. 3 to 1 and the remaining weights to 0). In addition, based on the results of this experiment, which show that the CL model outperforms the L one, we combine the CL model with CI\(_d\) model, called CL/CI\(_d\).

For each user \(U_i\) in datasets A and B, we generate a ranked list of recommended users, using the individual models L, CL and CI\(_d\). Then, we select and recommend the top-m users from each list.

In order to comparatively evaluate the performance of the models, we use a trust-based baseline method \(T\), which is the average similarity between \(U_i\) and the users \(U_k\) to whom \(U_i\) is connected via an explicit trust link \((U_i, U_k) \in E\).

Fig. 7 and Fig. 8 represent the average similarity of a user with m recommended users for datasets A and B. As illustrated in the figures, the baseline reference curve \(T\) increases when the size of user’s trust circle increases, with improved values acquired in B dataset. This is due to the fact that users have a large circle of trust and therefore many recommendations from which they can choose. However, both the L model and CL model improve the performance of the baseline \(T\).
The CL model significantly improves the baseline method T and the improvement is greater in dataset A that includes users with a small circle of trust. The contribution of CL is greater than the local L model, which is based only on the direct of the user’s circle of trust. This implies that it is useful for a recommendation model to check for suggestions beyond the direct neighbors of a node, in the extended neighborhood of users.

Studying the performance of CLd, it is concluded that it outperforms L model. In some cases, where users have a large circle of trust (dataset B) and the model makes a lot of recommendations (more than 15), the CLd outperforms the CL model. An explanation of this is that users in dataset B have many direct or indirect neighbors, so these users are probably connected to some users of the graph, who are also influential. This is an indication that recommendation mechanisms can be improved by using models based on influential or central users. These models can be valuable, mainly in the absence of local sources of recommendation when a user is new and hasn’t yet formed a network of trust.

Recommendation models based entirely on user influence cannot affect the entire network, especially if it consists of thousands of users. However, when combining user’s environment and the opinion of influential users, the results are significantly improved.

The CL/CLd curve represents the performance of the model, combining CL and CLd models and applying the relative weights accordingly to the Eq. 5 (w_{local} = 0, w_{collab} = 0.5, w_{cluster} = 0.5). The improvement introduced to the provided recommendations applying the combined model with respect to the corresponding CL curve for all values of m is about 35% in dataset A and about 42% in dataset B.

V. CONCLUSIONS

This work extended previous work on global influence models that focused on the influence of users in social networks. In contrast to the previous Global Influence (GI) model that analyzed the entire social graph and identified the most influential users across the network, this work introduces a local model of Cluster-based Influence (CI). The CI model focuses on the identification of most influential users within clusters that comprise users with common interests, considering that it is more efficient to take into account users who are important in the community and have similar behavior and common interests. The results of the current study demonstrate the applicability of the CI model and are promising towards using local, interest-based models to measure user influence.
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